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INTRODUCTION

Emotion has historically played a central role in psycho-
physiological research, with rich traditions focusing on
both central and peripheral nervous system measures.
A central tenet of most functionalist/evolutionary theories
is that emotions prepare the organism for dealing effec-
tively and efficiently with threats, challenges, and oppor-
tunities (Levenson, 1994). Thus, research has arisen
around the actions that occur (the “motion” part of emo-
tion), which are largely subserved by the somatic nervous
system, and themetabolic support for these actions, which
is largely subserved by the autonomic nervous system
(ANS). In this chapter, we focus primarily on the role the
ANS plays in emotion and the ways it can best be studied.

THEORETICAL UNDERPINNINGS

Emotion research has been strongly influenced by
a number of opposing theoretical positions, some of
which have been debated for over a century: (a) discrete
versus dimensional; (b) hard-wired versus socially con-
structed; and (c) universal versus culture-specific.
Although psychophysiological research is often viewed as
being primarily data-, phenomenon-, and methodology-
driven, these theoretical debates have had important influ-
ences on the ways this research is conducted. Moreover,
psychophysiological studies have provided valuable data
that are often used (and misused) in theoretical debates
about the nature of emotion.
Arguably most important for psychophysiological

research is the discrete versus dimensional debate, which
centers on the differences among emotion. In discrete emo-
tions theories, a limited number of distinct emotions can be
distinguished from each other in terms of structural fea-
tures (e.g., facial expression, ANS activity) and functions
(e.g., preparation for fight, preparation for flight). Discrete
emotions are often seen as “natural kinds” (Matsumoto &
Willingham, 2006; Panksepp, 2000), with their sources
found in the structure of the natural world. In contrast,
dimensional theories do not envision distinct emotions,
but rather allow for a large (perhaps unlimited) number of

emotional states that are located within a dimensional
space defined by one or more descriptors. Dimensional
approaches that are prominent in the psychophysiologi-
cal literature include: (a) a two-dimensional model
that includes valence (negative–positive) and arousal
(low–high), and (b) a single-dimensional model com-
prised by a motivational or action tendency dimension
(approach–avoidance). Although discrete and dimen-
sional models can be combined (e.g., locating a discrete
emotion such as fear in negative valence/high arousal
dimensional space), these theoretical models have often
led to very different research paradigms.
The hard-wired versus social construction debate cen-

ters on the sources of differences among emotions. On one
side of this debate are thosewho envision the relationships
between antecedent conditions, appraisals, and activation
of physiological systems to be hard-wired (shaped by evo-
lution and built into the structure of the nervous system).
On the other side are those who believe these relationships
are socially constructed (created de novo in ways that
reflect prevailing beliefs, traditions, and conditions).
Often the theoretical landscape in emotion is dichoto-
mized into an evolutionary, hard-wired camp (e.g.,
Ekman, Friesen, & Ellsworth, 1972a; Levenson, 1994;
Panksepp, 1998) and a social constructionist camp (e.g.,
Barrett, 2009; Mesquita, Barrett, & Smith, 2010;
Schachter & Singer, 1962). However, closer examination
reveals important areas of overlap. For example, Ekman’s
position is often seen as exemplifying the hard-wired
camp, yet it is also the source for the notion of “display
rules” (i.e., culturally determined modulation of emo-
tional facial displays; Ekman, Friesen, & Ellsworth,
1972a; Friesen, 1972), which is one of the most widely
accepted forms of social construction. Another area of
overlap is Barrett’s view that emotions are constructed
from evolutionary hard-wired experiences of core affect
(Barrett, 2006).
The universal versus culture-specific debate centers on

the consistency of particular features of emotion (e.g.,
facial expression, antecedent appraisals, ANS patterning)
across cultures, ethnic groups, and nationalities. This
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debate is sometimes conflated with the hard-wired versus
social construction debate; however, it is important to
recognize that a feature of emotion can be consistent
across all studied cultures (e.g., colors associated with
qualities of emotions; D’Andrade & Egan, 1974) but not
necessarily hard-wired. Rather, the observed consistency
could result from multiple cultures independently con-
structing that feature in a similar way based on similar
experiences. The universal versus culture-specific debate
(e.g., Ekman, 1994; Russell, 1994) has largely been domi-
nated by studies of the recognition of emotional facial
expressions across cultures (Ekman, Sorenson, &
Friesen, 1969; Gendron, Roberson, van der Vyver,
& Barrett, 2014; Izard, 1971; Sauter, Eisner, Ekman, &
Scott, 2010). A much smaller literature has examined
cross-cultural and cross-national consistencies in the pro-
duction of emotional expressions (e.g., Matsumoto &
Willingham, 2006; Tracy & Matsumoto, 2008). Finally,
there are also small but influential literatures examining
the consistency of physiological features of emotion across
cultures and ethnic groups that have examined actual per-
ipheral physiological responding (e.g., Lazarus, Opton,
Tomita, & Kodama, 1966; Levenson, 1992; Vrana &
Rollock, 2002) or beliefs about physical changes that
accompany different emotions (Scherer & Wallbott,
1994).

THE CLASSIC PARADIGM

A research participant arrives at the psychophysiology labora-
tory and has sensors attached for monitoring aspects of auto-
nomic and somatic nervous system activity. After sitting
quietly for a while and adjusting to the room, the experiment
begins. On the first trial, there is a one-minute rest period
followed by an excerpt from a movie in which a young man
is gagging as he reaches into an extremely filthy toilet to
recover something inside. The research participant responds
to this film with large changes in facial activity, motor
response, and autonomic nervous system activity. After

a few minutes, the screen goes dark and
the participant’s responses gradually dissi-
pate. The participant is then asked to rate
her or his emotional experience during the
film.

This scenario, which is based on a recent
study conducted in our laboratory
(Eckart, Sturm, Miller, & Levenson,
2012), or something very much like it, is
repeated every day in laboratories
around the world that study the psycho-
physiology of emotion. Over the years,
theories of emotion have evolved in
important ways: physiological measures
have become more sensitive and diverse,
psychophysiological recording equip-
ment has dramatically decreased in size
and increased in capabilities, the selec-
tion of emotion-eliciting stimuli has

become more sophisticated, and measures of emotional
experience have become more refined. Nonetheless, this
experimental procedure is remarkably similar to what was
done in psychophysiological studies of emotion conducted
over a half century ago (e.g., using the death scene in the
Disney movie Bambi to elicit emotion, measuring ANS
responding during the film, and afterwards, asking parti-
cipants about their subjective emotional experience;
Sternbach, 1962).

This research paradigm fits nicely with a model of dis-
crete emotion elicitation that I (R.W.L.) have presented
previously (see Figure 20.1, based on Levenson, 2014).
In this model, inputs from organs of sensation are moni-
tored continuously by phylogenetically ancient brain cen-
ters (e.g., amygdala, insula, anterior cingulate) in a rapid
appraisal process designed to detect well-defined patterns
of sensory input that are particularly relevant for the
organism’s survival and well-being. When one of these
patterns (e.g., visual and/or olfactory cues that denote
possible contamination) is detected, an emotion (disgust)
is activated. The emotion triggers a highly generalized
pattern of associated peripheral nervous system activity
in multiple response systems (facial expression, vocaliza-
tion, motor behavior, ANS) that prepares the organization
to respond in a way that should be effective for the individ-
ual most of the time, and that alerts conspecifics to the
situation and activates their emotional responses.

In this view, emotions have the capacity to “interrupt”
ongoing activity throughout the peripheral and central
nervous system and quickly reallocate resources to the
challenge, threat, or opportunity at hand. While in the
service of emotion, patterns of activity across response
systems within the ANS (e.g., cardiac, vascular, electro-
dermal) and between the ANS and other biological
systems (e.g., motor programs, vocalization, facial
expression) are thought to be coherent (i.e., organized
rather than chaotic) and specific (i.e., optimally tuned to
the demands of the prototypic eliciting situation).
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Figure 20.1 Model of emotion elicitation (based on Levenson, 2014).
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In this particular instantiation of the evolutionary/func-
tionalist view, subjective emotional experience is not
a core feature of emotion, but rather arises from the pro-
cessing of afferent information from peripheral nervous
system activity (e.g., changes in temperature, pressure,
muscle tension; Levenson, 2003). This is an old idea (e.g.,
James, 1884) that has received additional support from
contemporary studies of the peripheral and central ner-
vous systems (Berntson et al., 2011; Craig, 2009).
Consistent with this research, proprioceptive and intero-
ceptive information is integrated subcortically in the an-
terior insula (Craig, 2009) and made available to higher
brain centers. To the extent that different emotions have
different patterns of associated somatic and visceral activ-
ity, they also “feel” different (e.g., the subjective experience
of disgust is quite different than the subjective experience
of sadness). These subjective feelings create links to mem-
ories of other related experiences (e.g., other encounters
with other contaminants), stimulate additional emotional
responses (e.g., amusement over having had a strong emo-
tional reaction in response to a film), and motivate regula-
tory, coping, and soothing activities that serve to reduce
arousal and restore quiescence.
Thismodel of emotion elicitation suggests four different

ways that the peripheral nervous system is critically
involved in emotion: (a) preparing the organism for action;
(b) signaling conspecifics; (c) providing interoceptive
information; and (d) reducing arousal. We turn now to
a discussion of psychophysiological research in each of
these areas.

PREPARING THE ORGANISM FOR ACTION

A common theme emerges across theories and empirical
traditions: emotions activate physiological systems in
ways that prepare the organism for action. In the discrete
emotions tradition, different emotions are associated with
different kinds of action. For example, anger is associated
with fighting, while fear is associated with fleeing (e.g.,
Cannon, 1932). In the dimensional tradition, emotion pre-
pares us to approach positive and beneficial stimuli and
avoid negative and harmful stimuli (Arnold, 1960; Craig,
1918; Elliot & Covington, 2001; Tooby & Cosmides, 1990).
Despite the common elements of activation and action,
studies within these theoretical approaches are often
quite different, especially in the ways they elicit emotion
(for a general review of emotion elicitation methods, see
Coan & Allen, 2007).

Discrete Emotions Tradition

Visual images (whether they are static, as in the case of
photographs, or dynamic, as in the case of films) are
commonly used to elicit emotions in the discrete emo-
tions tradition. However, the most effective elicitors are
arguably those that create conditions that cause partici-
pants to experience directly the prototypical antecedent

conditions thought to produce particular emotions in the
real world. For example, to induce anger, participants
can be frustrated, criticized, or exposed to unfair treat-
ment (e.g., Ax, 1953; Herrald & Tomaka, 2002; Mauss,
Cook, & Gross, 2007; Prkachin, Mills, Zwaal, & Husted,
2001; Stemmler, Heldmann, Pauls, & Scherer, 2001).
To induce fear, participants can be placed in situations
that threaten physical or social harm, such as exposure
to electric shocks (Ax, 1953) or giving a speech while
being evaluated (Pauls & Stemmler, 2003; Stemmler
et al., 2001). For disgust, participants can be exposed to
unpleasant odors, decaying substances, and the like
(Rozin & Fallon, 1987; Schnall, Haidt, Clore, & Jordan,
2008). These real-world simulations can be quite effect-
ive, but great care must be taken to consider ethical and
human subjects issues.
In most psychophysiological studies, emotional stimuli

are relatively representational (e.g., viewing a picture of
a gun pointed at the camera versus having an actual gun
pointed at you) or vicarious (i.e., viewing someone else in an
emotion-eliciting situation versus being in that situation
yourself). Thus, films (Gross & Levenson, 1995) and static
visual images (Lang, Greenwald, & Bradley, 1988) are com-
monly used to produce fear (e.g., Baldaro et al., 1996;
Fredrickson & Levenson, 1998; Kreibig, Wilhelm, Roth, &
Gross, 2007), disgust (e.g., Gross, 1998; Kring & Gordon,
1998; Meissner, Muth, & Herbert, 2011; Rohrmann &
Hopp, 2008), sadness (e.g., Gross, Fredrickson, &
Levenson, 1994; Kunzmann & Grühn, 2005; Seider,
Shiota, Whalen, & Levenson, 2011), and happiness (e.g.,
Averill, 1969; Gruber, Johnson, Oveis, & Keltner, 2008;
Johnson, Waugh, & Fredrickson, 2010; Klorman,
Weissberg, & Wiesenfeld, 1977; Oveis et al., 2009).
Other approaches for eliciting discrete emotions have

included the use of musical excerpts (e.g., Khalfa, Roy,
Rainville, Dalla Bella, & Peretz, 2008; Krumhansl, 1997),
relived emotional memories (e.g., Ekman, Levenson, &
Friesen, 1983; Schwartz, Weinberger, & Singer, 1981;
Tsai, Chentsova-Dutton, Freire-Bebeau, & Przymus,
2002), having participants make emotional facial expres-
sions (e.g., Ekman et al., 1983; Levenson, Ekman, &
Friesen, 1990; McCaul, Holmes, & Solomon, 1982;
Soussignan, 2002), and showing participants images of
other people making emotional facial expressions
(Dimberg, 1982).

Positive emotions. Until relatively recently, psycho-
physiological studies in the discrete emotions tradition
have been far more concerned with negative emotions
than positive emotions. This bias reflects both theory
(positive emotions are not thought to be associated with
either “fight” or “flight” behaviors) and history (early stud-
ies focused on the sympathetic branch of the ANS, which
is not dramatically activated by positive emotions;
Cacioppo, Berntson, Larsen, Poehlmann, & Ito, 2000;
Ekman et al., 1983). Moreover, when positive emotions
were studied, they were often referred to using the single

446 LEVENSON, LWI, BROWN, FORD, OTERO, AND VERSTAEN

https:/www.cambridge.org/core/terms. https://doi.org/10.1017/9781107415782.020
Downloaded from https:/www.cambridge.org/core. Access paid by the UC Berkeley Library, on 14 Feb 2017 at 19:37:22, subject to the Cambridge Core terms of use, available at

https:/www.cambridge.org/core/terms
https://doi.org/10.1017/9781107415782.020
https:/www.cambridge.org/core


term “happiness.” As a result, studies that examined
physiological responses to emotionally disparate elicitors
such as slapstick films (likely to produce “amusement”),
cute baby animals (likely to produce “affection” or nurtur-
ant “love”), and nature scenes (likely to produce “calm” or
“contentment”) were all said to be studying happiness and
thus their results were lumped together.

As emotion researchers becamemore interested in posi-
tive emotions (Friedman, Brown, Tugade, Shiota, &Kirby,
2014), they identified particular positive emotions that
may be associated with different types of behavioral acti-
vation (e.g., awe, compassion, enthusiasm, nurturant love)
and, thus, potentially with different patterns of attendant
peripheral nervous system activity (Shiota et al., 2014;
Shiota, Neufeld, Yeung, Moser, & Perea, 2011). For exam-
ple, in a recent study (Stellar, Cohen, Oveis, & Keltner,
2015), respiratory sinus arrhythmia was found to increase
during one positive emotion (compassion) but not during
two others (pride and inspiration). There clearly is a need
for more research examining ANS activity associated with
positive emotions.

Dimensional Emotions Tradition

Valence-arousal. The dimensions of valence and arousal
emerged in the early work on semantic meaning (Osgood,
Suci, & Tannenbaum, 1957). Cross-cultural work indi-
cated that these dimensions show considerable consis-
tency across cultures (Osgood, 1964). Applied to
emotions, the two dimensions are typically viewed as
orthogonal, forming a circumplex (Russell, 1980) with
four quadrants (i.e., high arousal positive, low arousal
positive, high arousal negative, low arousal negative).
In the dimensional tradition, an emotional occurrence is
not defined by a particular label (e.g., anger), but by its
location in dimensional space (e.g., highly negative and
highly aroused).

To study psychophysiological responding associated
with valence and arousal, researchers have often used
photographs from the International Affective Picture
System (IAPS; Lang et al., 1988). The IAPS consists of
a standardized, well-validated set of photographs that
have been pre-rated in terms of valence and arousal. For
example, low arousal negative photos may portray pollu-
tion and people crying, while high arousal negative images
may depict death and mutilated bodies. Low arousal posi-
tive photos may depict scenes of nature and families, and
high arousal positive photos may depict scenes of adven-
ture or erotic activities. Neutral photos generally consist of
household items, such as bowls or utensils (Lang, Bradley,
& Cuthbert, 1999). In the realm of emotion, a great deal of
the research using the IAPS pictures has utilized the startle
eye blink modulation (SEM) paradigm (Lang, Bradley, &
Cuthbert, 1990; Vrana, Spence, & Lang, 1988).

In SEM studies, participants typically view IAPS pic-
tures that vary in valence and arousal and hear brief,
moderately loud noises that elicit a reflexive eye blink.

Using surface electrodes, electromyographic (EMG) activ-
ity from muscles that circle the eyes (orbicularis oculi) is
quantified to measure the amplitude of the eye blink
(Blumenthal et al., 2005). A common finding in this litera-
ture is that negatively valenced images increase the ampli-
tude of the eye blink while positively valenced images
decrease it (Vrana et al., 1988). In another variant of this
paradigm, emotional state is not directly manipulated and
the startle eye blink magnitude is used as a probe to mea-
sure changes in the underlying affective state (Amodio,
Harmon-Jones, & Devine, 2003).

SEM studies constitute a large proportion of the psycho-
physiological research on emotion and attention. Because
they typically only include one somatic nervous system
measure (eye blinkmagnitude), these studies are not infor-
mative about the ways that ANS activity maps on to emo-
tion dimensions. However, there have been a few studies
using dimensional stimuli that havemeasured their effects
on ANS responding. In these studies, stimuli have
included IAPS images, noises (e.g., cheering, bird chirps,
sirens, ocean sounds), classical musical excerpts, and real-
life scenarios (e.g., preparing and giving a speech that was
evaluated by judges) that differed in valence and arousal
(e.g., Bradley & Lang, 2000; Gomez & Danuser, 2004;
Lang, Greenwald, Bradley, & Hamm, 1993; Vrana &
Rollock, 2002). Results from these studies indicate that
arousal/activation is associated with increases in electro-
dermal responses (Bradley, Codispoti, Cuthbert, & Lang,
2001; Lang et al., 1993; Mauss & Robinson, 2009; Russell
& Barrett, 1999). Valence, on the other hand, is more
closely related to heart rate, with negative stimuli asso-
ciated with heart rate deceleration and positive stimuli
associated with heart rate acceleration (Lang et al., 1993;
Palomba, Angrilli, & Mini, 1997; Winton, Putnam, &
Krauss, 1984).

Approach-avoidance. This dimension is often viewed in
terms ofmotivational systems, with individuals inclined to
move toward (i.e., approach) stimuli relevant to positive,
desirable goals and to move away from (i.e., avoid) stimuli
relevant to negative, undesirable goals. Much of the
research utilizing this dimensional approach has been
focused on the central nervous system rather than periph-
eral nervous system activation. For example, a number of
studies have used electrocortical and neuroimaging meth-
ods to identify neural regions associated with approach
and avoidance behaviors (e.g., findings that left anterior
activity is associated with approach behaviors and right
anterior activity is associated with avoidance behaviors;
Carver & Harmon-Jones, 2009; Davidson & Irwin, 1999).

Threat-challenge. A variant of the approach-avoidance
dimensional model that has been used with measures of
peripheral nervous system activation focuses on the
dimension of threat-challenge (Tomaka, Blascovich,
Kelsey, & Leitten, 1993). In this work, threat and challenge
are viewed as motivational states that result from the
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individual’s perception of situational demands. To the
extent that individuals believe they have the resources to
meet these demands, they will appraise the situationmore
as a “challenge” andmove toward it. On the other hand, to
the extent that they believe they do not have the resources
tomeet the demands, theywill appraise the situationmore
as a “threat” and withdraw or move away from it. This
model posits that different patterns of ANS activity
(referred to as sympathetic-adrenomedullary responding)
are associated with threat and challenge. Challenge is
associated with a pattern of ANS responding that mobi-
lizes the body by increasing heart rate, increasing cardiac
output, decreasing left-ventricular ejection time, and
decreasing total peripheral resistance. Threat is associated
with activation of the pituitary–adrenocortical axis, which
inhibits the sympathetic-adrenomedullary challenge
response and produces greater total peripheral resistance
(Blascovich, Mendes, Hunter, Lickel, & Kowai-Bell, 2001;
Blascovich & Tomaka, 1996; Tomaka et al., 1993).

SIGNALING CONSPECIFICS

In discussions of emotion signaling systems, facial expres-
sions and vocalizations have reigned supreme (Ekman
et al., 1972a; Scherer, Banse, Wallbott, & Goldbeck,
1991). Although undeniably important, this has led to an
unfortunate under-appreciation of the role the ANS plays
in producing visible changes in bodily appearance that
provide valuable information about conspecifics’ emo-
tional state (Campos, Mumme, Kermoian, & Campos,
1994; Ekman, 1993; Keltner & Kring, 1998; Levenson,
2003). The ANS produces a wide array of appearance
changes related to emotion that we (Levenson, 2003)
have previously grouped into four general areas: (a) col-
oration; (b) moisture and secretions; (c) protrusions; and
(d) appearance of eyes.

Coloration

ANS-mediated changes in tissue coloration provide
important information about emotional states. Facial red-
dening (flushing of the facial derma) is often associated
with anger or rage (Tomkins, 1984). This reddening is
caused by hormonal and vasodilator responses that direct
blood to facial tissues. Facial reddening also occurs in
blushing, with the reddening often extending to the neck
and torso (Leary, Britt, Cutlip, & Templeton, 1992).
Blushing is associated with the self-conscious emotions
of embarrassment, guilt, or shame (Castelfranchi &
Poggi, 1990; Edelmann, 1987; Keltner & Anderson, 2000;
Keltner&Buswell, 1997). Blanching, or facial pallor, is the
opposite of facial reddening. It results when blood is direc-
ted away from the facial skin due to the vasoconstriction of
the facial veins. Blanching is typically associated with fear
(Levenson, 2003).
Research on facial coloration has usually employed

laser Doppler flowmetry (Sarnik, Hofirek, & Sochor,

2007), whichmeasuresmovement of blood cells, or photo-
plethysmography (Allen, 2007; Shearn, Bergman, Hill,
Abel, & Hinds, 1990), which measures blood volume.
Additionally, skin temperature can provide an index of
the changes in blood flow that are responsible for changes
in coloration (Drummond & Lance, 1987).

Moisture and Secretions

In functionalist views, sweating is seen as part of the
body’s “fight or flight” response, with sweat on the soles
of the feet increasing the friction between the foot and
ground, and sweat on the palms increasing tactile sensi-
tivity (Adelman, Taylor, & Heglund, 1975; Smith, Cadoret,
& St-Amour, 1997). Sweating in response to emotional
stressors is typically studied by examining electrodermal
activity (EDA) in areas of the body where eccrine sweat
glands are concentrated (e.g., palmar surface of hands,
soles of feet). Unlike other sweat glands that are primarily
stimulated by increases in temperature, eccrine glands are
particularly sensitive to psychological stimulation.
Eccrine glands have small tubes with openings at the sur-
face of the skin. As SNS activation increases, sweat rises in
the tubes, eventually overflowing onto the surface of the
skin. EDA activity is typically determined using Ohm’s
Law, which establishes the relationships among voltage,
current, and resistance. For example, to assess skin con-
ductance (the inverse of resistance), a small fixed voltage is
applied between pairs of surface electrodes and the resul-
tant current flow is measured (Boucsein et al., 2012;
Fowles et al., 1981). EDA can also be measured using
thermal imaging (Krzywicki, Berntson, & O’Kane, 2014)
or by using ventilated sweat capsules to collect pooled
sweat from larger extremities, torso, and back (Bain,
Deren, & Jay, 2011; Machado-Moreira & Taylor, 2012;
Morris, Cramer, Hodder, Havenith, & Jay, 2013).
Salivation also provides valuable information about

emotional states. Increases in salivation are typically asso-
ciated with disgust (Angyal, 1941; Levenson, 2003),
whereas foaming at the mouth is associated with extreme
anger (Lakoff & Kövecses, 1987). Conversely, dryness of
the mouth is associated with fear and anxiety (Bergdahl &
Bergdahl, 2000; Brown, 1970). Action of the salivary
glands is primarily under the control of the parasympa-
thetic nervous system (PNS; Brown, 1970; Proctor &
Carpenter, 2007). Salivary flow can be measured using
the passive drool method, which requires participants to
drool into funnels placed over test tubes (Navazesh &
Christensen, 1982; Navazesh & Kumar, 2008), or by
using cotton swabs (i.e., salivettes) that absorb the saliva
(Rohleder, Wolf, Maldonado, & Kirschbaum, 2006).
Crying and tearing are typically associatedwith sadness,

although in some cases crying can accompany the experi-
ence of joy (Bindra, 1972; Miceli & Castelfranchi, 2003;
Vingerhoets, Cornelius, Van Heck, & Becht, 2000).
The lacrimal glands located in the upper outer portion of
the eye orbit control the production of tears, largely under
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PNS control. Crying has been associated with increased
autonomic and somatic activation (Gross et al., 1994).
Crying is typically measured using self-report question-
naires assessing the frequency of crying and proneness to
cry (Laan, Van Assen, & Vingerhoets, 2012; Vingerhoets
et al., 2000). A few studies have employed observational
measures of crying or direct assessment of lacrimal flow
(Delp & Sackeim, 1987; Gross et al., 1994).

Although sexual arousal is not considered to be an
emotion per se by many emotion theorists, it clearly
has strong connections with emotional states. Female
genital lubrication is associated with sexual excitement,
functioning to create a more favorable environment for
sexual activities and having important signal value for
potential sexual partners (Masters, 1959; Salonia et al.,
2010). Female genital arousal can be measured using
a photoplethysmograph that is built into a tampon-
shaped device (Sintchak & Geer, 1975).

Protrusions

Piloerection and genital erection both provide valuable
information for conspecifics. Piloerection, or the visible
erection of hair on the body, was documented in animals
and humans by Darwin (1936). It results from muscle
contractions at the base of the hair follicle that are acti-
vated by the SNS (Benedek & Kaernbach, 2011; Benedek,
Wilfling, Lukas-Wolfbauer, Katzur, & Kaernbach, 2010).
Although typically thought of as a thermoregulatory
response to cold, piloerection has gained increased inter-
est as an indicator of psychological states including fear,
anger, awe, surprise, and enjoyment (Keltner & Haidt,
2003; Maruskin, Thrash, & Elliot, 2012; Panksepp, 1995).
Piloerection can be measured using an optical recording
device in a tube attached to the skin that is sensitive to
small elevations at the skin surface (Benedek et al., 2010).

Genital erection results from vasodilation. In males
vasodilation under the control of the PNS causes blood
to fill the corpora cavernosa of the penis during sexual
arousal (Andersson & Wagner, 1995). Penile erection was
originally measured using a cuff device to detect changes
in penile volume (Freund, 1991; Freund, Sedlacek, &
Knob, 1965), but now is more typically measured using
mercury-in-rubber strain gages applied to the penis to
detect changes in penile circumference (Kuban,
Barbaree, & Blanchard, 1999).

Appearance of Eyes

Pupil size is controlled by the joint action of SNS and PNS
fibers. Changes in pupil diameter typically occur in
response to changing light conditions but also occur in
response to emotional arousal and psychological states
such as exertion or mental effort (Beatty, 1982; Bradley,
Miccoli, Escrig, & Lang, 2008; Hess & Polt, 1964;
Kahneman & Beatty, 1966; Partala, Jokiniemi, &

Surakka, 2000). Pupil dilation has been associated with
sadness and fear (Harrison, Singer, Rotshtein, Dolan, &
Critchley, 2006; Harrison, Wilson, & Critchley, 2007),
whereas pupil constriction has been associated with
anger (Boucher & Ekman, 1975). Pupil size is typically
measured using eye-tracking systems that use reflected
light to determine changes in pupil dilation (Duchowski,
2007).

PROVIDING INTEROCEPTIVE INFORMATION

Interoception refers to the perception of one’s internal
bodily states. In a number of theories of emotion, this
information is critical for constructing subjective emo-
tional experience (James, 1884; Levenson, 2003) and in
motivating environmental appraisals (Schachter &
Singer, 1962). People commonly report perceiving differ-
entiated bodily feelings for various emotions (e.g., heart
pounding in fear, lump in the throat in sadness, stomach
churning in disgust, ready to explode in anger; Roseman,
Wiest, & Swartz, 1994). Large survey studies have found
considerable cross-national consistency in the relations
between particular sensations and particular emotions
(Scherer & Wallbott, 1994). Nonetheless, there is consid-
erable debate over whether individuals can in fact perceive
physiological information accurately from the body
(Pennebaker, 1982). Moreover, this is likely an area in
which important individual differences exist (Khalsa,
Rudrauf, Sandesara, Olshansky, & Tranel, 2009;
Mandler, Mandler, & Uviller, 1958).

Anatomical data suggest a plausible neural pathway
that subserves the perception of differentiated physiolo-
gical information from the body. In humans, an afferent
pathway conveys continuous feedback on the physiologi-
cal condition of the body, relaying that information for
representation in the anterior portion of the insular cor-
tex (Craig, 2002, 2009). Evidence from neuroimaging
studies suggests that interoception and emotional experi-
ence share the same functional neural architecture
within the insular cortex. The regions of the anterior
insular cortex that are active during interoception are
also active during emotional experience (Zaki, Davis, &
Ochsner, 2012). Importantly, the degree of activity within
these regions correlates with the intensity of participants’
emotional experience, further solidifying the link
between interoception and subjective emotional experi-
ence (Zaki et al., 2012).

Other data suggest that distinct regions within the
insular cortex subserve concurrent interoceptive and
affective processing roles, with the insula relaying and
integrating information from diverse neural systems
(Simmons et al., 2013). Some researchers have argued
that instead of simply relaying information from the
body, interoceptive experience may instead reflect limbic
predictions about the expected state of the body (Barrett
& Simmons, 2015).

EMOTION 449

https:/www.cambridge.org/core/terms. https://doi.org/10.1017/9781107415782.020
Downloaded from https:/www.cambridge.org/core. Access paid by the UC Berkeley Library, on 14 Feb 2017 at 19:37:22, subject to the Cambridge Core terms of use, available at

https:/www.cambridge.org/core/terms
https://doi.org/10.1017/9781107415782.020
https:/www.cambridge.org/core


Measuring Individual Differences in Interoceptive
Processing

A number of methods have been used to measure individ-
ual differences in interoceptive sensitivity, with most
focusing on sensitivity to information from the cardiovas-
cular system. Examples include tasks where individuals
count their heartbeats (Schandry, 1981) and those where
individuals indicate whether a series of tones match their
heart rate (Katkin, 1985). Thesemethods are vulnerable to
confounds such as a lack of control over the amount of
access individuals have to peripheral pulse information
(e.g., individuals can increase sensitivity to the peripheral
pulse by placing their elbow or wrist on a hard surface).
Further, the ability of individuals to discriminate heart
rate often hovers around chance level. Nonetheless, heart-
beat detection tasks have shown some predictive validity,
with strong visceral perception being associated with
heightened subjective experience of emotions (Wiens,
Mezzacappa, & Katkin, 2000) and greater emotional intel-
ligence (Schneider, Lyons, & Williams, 2005).
More invasive measures of interoceptive awareness

have also been utilized, such as bolus infusions of isopro-
terenol, a non-selective beta adrenergic agonist that
increases heart rate. In one such study, infusions were
delivered sequentially through intravenous catheters and
participants were asked to rate changes in heart rate
(Khalsa et al., 2009). Unfortunately, such invasive mea-
sures are impractical for most research settings.
Because the experience of interoceptive sensations is

continuous, newer methodologies that capture ongoing,
moment-to-moment changes in perceived body states
seem promising. Our laboratory has utilized emotion-
eliciting stimuli to induce deviations in physiological
arousal, and measured the synchrony (or coherence)
between physiological systems and subjective emotional
experience over time. Using this method, we found that
individuals with heightened levels of physiological aware-
ness training (i.e., Vipassanameditators) had higher levels
of synchrony between their emotional ratings and physiol-
ogy compared to individuals with somatic body awareness
training (i.e., dancers) and individuals without either kind
of training (Sze, Gyurak, Yuan, & Levenson, 2010). These
findings provide indirect support for the usefulness of
measuring the synchrony between physiology and subjec-
tive emotional experience when assessing interoceptive
sensitivity. Importantly, emotion regulation strategies
such as expressive suppression have been found to reduce
the synchrony between emotional ratings and physiology
(Dan-Glauser & Gross, 2013) and thus must be considered
when assessing interoceptive sensitivity in this way.
Although there is some evidence that interoceptive sen-

sitivity shows consistency across physiological systems
(Herbert, Muth, Pollatos, & Herbert, 2012), the question
remains as to which systems are most useful in studies of
emotion. The primary measure in almost all studies of
interoceptive sensitivity to date has been heart rate,

which has the advantage of being easy to measure on
a continuous basis. However, other peripheral nervous
system responses that produce more powerful physical
sensations and thus are more likely to be incorporated
into subjective emotion experience could prove to be
even more useful (e.g., measures of cardiac contractility,
respiration, gastric activity, muscle tightening).

Interoception and Empathy

Our bodies can mirror changes in the physiological states
of others through emotional contagion; these mirrored
physiological responses provide valuable information
about others’ emotional state (Preston & De Waal, 2002).
This notion is consistent with early empirical evidence
that individuals whose peripheral physiology most closely
mirrored that of another person were most accurate in
rating that person’s level of negative emotion over time
(Levenson & Ruef, 1992). A number of lines of evidence
underscore the importance of autonomic activity in recog-
nizing the emotions of others. These include findings that:
(a) greater interoceptive awareness is linked to greater
empathy (Fukushima, Terasawa, & Umeda, 2011);
(b) attending to interoceptive cues preceding an empathy
task enhances neural activity in emotion-related neural
regions when individuals empathize (Ernst, Northoff,
Böker, Seifritz, & Grimm, 2013); (c) individuals suffering
from pure autonomic failure, a form of dysautonomia, do
poorly on questionnaire measures of emotional empathy
(Chauhan, Mathias, & Critchley, 2008); and (d) a patient
with “two hearts,” one endogenous and one artificial
(a small mechanical pump), each producing different pat-
terns of visceral information, had social cognitive deficits
including deficits in empathy (Couto et al., 2013).

REDUCING AROUSAL

Although historically the peripheral nervous system’s role
in preparing the body for action has been emphasized (e.g.,
support for fighting and fleeing), it also plays a critical role
in reducing arousal. This can take a number of forms
including: (a) restoring equilibrium after bouts of high-
level arousal; (b) supporting low arousal bodily activities
(e.g., resting and digesting); and (c) supporting social func-
tioning (e.g., sexual activity, affiliation). The importance of
these arousal-reducing functions is often underappreciated
in psychophysiological theories. In our view, an organism
that cannot deactivate by calming, soothing, and preserving
resources when needed is at least as vulnerable in the long
term as an organism that cannot activate by increasing
arousal and expending resources when needed.
The ANS plays a critical role in these deactivating pro-

cesses. For many organs, dual innervation by fibers from
the SNS and PNS provides exquisite control over both
activation and deactivation. A classic example is seen in
the control of heart rate, one of the important ways that
the outflow of blood to the body is regulated. SNS fibers
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increase the firing rate of pacemaker cells in the sino-atrial
node of the heart with an attendant speeding of heart rate.
PNS fibers have the opposite effect, decreasing the firing
rate of pacemaker cells with an attendant slowing of heart
rate. Although heart rate can be altered by both SNS and
PNS influences, the PNS has been the primary focus in
psychophysiological studies of emotion related to redu-
cing arousal.

Restoring Equilibrium

The notion that positive emotions provide an “antidote” for
the effects of negative emotions is part of our popular cul-
ture. For example, the lyrics written in the 1950s to Charlie
Chaplin’s classic song “Smile” suggest that you “smile
though your heart is aching” and “smile through your fear
and sorrow.” A similar idea is seen in emotion theories that
view positive emotions as effective coping strategies for
dealing with stress and distress (e.g., Lazarus, Kanner, &
Folkman, 1980; Tomkins, 1962). Expanding on this notion,
we proposed that certain positive emotions have the capa-
city to “undo” the autonomic arousal produced by negative
emotions and restore autonomic quiescence (Levenson,
1988). This notion was supported in a series of studies
that found that the duration of ANS arousal produced
by negative emotions (e.g., fear, sadness) was reduced
significantly when positive emotions (e.g., contentment,
amusement) were introduced experimentally or occurred
spontaneously (Fredrickson, 2000; Fredrickson &
Levenson, 1998; Tugade & Fredrickson, 2004). This
undoing effect was also found in the realm of spontaneous
emotional arousal. During discussions by married couples
of a problem in their relationship, moments when levels of
ANS arousal declined sharply were associated with a shift
toward more positive emotional behaviors compared to
moments where these declines did not occur (Yuan,
McCarthy, Holley, & Levenson, 2010).

Low Arousal Bodily Activities

The PNS has been characterized as a “rest and digest” or
“feed and breed” system (Herlihy, 2013; McCorry, 2007).
With regard to “rest,” PNS functioning has been linked
with better sleep quality (Werner et al., 2015), which is
thought to promote better long-term emotional outcomes
(Walker & Harvey, 2010). With regard to “digest,” the PNS
increases salivary secretions to facilitate the swallowing of
food and increases gastric motility and secretions to pro-
cess and absorb nutrients (Quigley, 2004). Disruptions in
the gastric systemare often accompanied by negative emo-
tions, which may help explain links between PNS activity
and gastric symptoms (e.g., dyspepsia; Haug et al., 1994).

Supporting Social Functioning

The polyvagal theory (Porges, 2001) posits that the activa-
tion of the vagus nerve – a primary pathway of the PNS – is

a critical part of a neural circuit that facilitates social
interaction and flexible responses in social situations
(e.g., Porges, 2007). Given its efferent connections to the
heart and other visceral organs important in emotion and
communication (e.g., soft palate, pharynx, larynx, facial
muscles, etc.), the vagus nerve is anatomically well situ-
ated to play a central role in the experience and expression
of emotion in social contexts. This idea draws empirical
support from studies demonstrating a link between mea-
sures that reflect vagal activation (e.g., respiratory sinus
arrhythmia) and measures of social engagement, prosoci-
ality, compassion, and flexibility (Butler, Wilhelm, &
Gross, 2006; Hopp et al., 2013; Kogan et al., 2014;
Muhtadie, Koslov, Akinola, & Mendes, 2014; Stellar
et al., 2015).

METHODOLOGICAL ISSUES

At first glance, conducting a psychophysiological study of
emotion should be extremely simple. You merely recruit
some undergraduates, hook them up to a finger pulse
device, show them pictures of guns being pointed at
them, and measure changes in heart rate. If heart rate
increases, you can count this as evidence for the proposi-
tion that heart rate increase is part of the ANS “signature”
for fear. Moreover, in future studies, whenever you notice
that a subject’s heart rate increases, you can use that as
prima facie evidence that this person is in fact afraid.What
could be simpler?

This seeming simplicity, of course, is completely illu-
sory. In their discussion of psychophysiological inference,
Cacioppo and Tassinary (1990, p. 28) note: “There is little
to be gained . . . by simply generating an increasingly
lengthy list of ‘correlates’ between psychological and
physiological variables.” Underlying their position is the
realization that links between psychological and physiolo-
gical states are rarely one-to-one, but rather are more
likely to be one-to-many, many-to-one, or, most likely,
many-to-many. Thus, in our imaginary study, fear is likely
linked with a number of physiological responses in addi-
tion to increased heart rate, and increased heart rate is
likely to be linkedwith a number of emotional, attentional,
psychological, and non-psychological states in addition to
fear. Moreover, in our imaginary study we neglected to
establish whether our picture of the pointed gun in fact
produced fear, another emotion, some blend of emotions,
or no emotion in each of our subjects. Andwe do not know
from the description provided whether the ANS data were
obtained at a reasonable time and reduced in a reasonable
way to capture the period of time in which the ANS was
actually responding in the service of the emotion we hoped
to elicit. Finally, we do not know if reasonable non-
emotional baselines were established against which emo-
tional responses could be measured (Levenson, 1983).
These baselines help control for individual differences
among subjects in resting physiological levels and changes
in these levels that occur over time in studies that use
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within-subject designs (e.g., the typical practice of exposing
individual subjects to multiple emotion-eliciting trials).
In our view, psychophysiological studies of emotion are

anything but simple, and they require great care and ser-
ious commitment if results are going to bemeaningful and
informative. This is notmeant to be offputting or discoura-
ging. At this juncture, many of the major methodological
issues that have plagued this research area are well known
and addressable. In the following sections, we consider
some of the most important of these issues (see also
Chapter 27, this volume).

Selecting Stimuli

Many laboratory stimuli produce different emotions
across individuals and produce blends or sequences of
different emotions within individuals. Associating physio-
logical correlates to particular emotions will only be
meaningful if the physiological information is obtained
when subjects are actually in the throes of those emotions
(see section on verification below). Emotion elicitation is
a key challenge for studies in both the discrete and dimen-
sional traditions. Studies depend on the experimenter
being able to create conditions under which participants
will experience the target emotional states of interest at
a particular point in time. Because many studies are con-
cerned with differences among discrete emotions or
dimensions, there is the additional challenge of keeping
elicitation conditions for different emotional states as
comparable as possible. If this challenge is not met, emo-
tion type can easily become confounded with elicitation
method (Stemmler, 1989).
As an example of this issue, consider a study interested

in comparing ANS responding in disgust versus amuse-
ment (or avoidance versus approach). For disgust (or
avoidance), the film is silent and consists of the camera
slowly scanning a plate of horribly rotting food. For
amusement (or approach), the film has a sound track and
consists of a comedy monologue that requires the subject
to keep track of a fairly complicated set of social relation-
ships and events. If ANS differences are found (or CNS
differences in studies measuring brain activity), are they
related to the emotions, the differences in sensory infor-
mation, the different kinds and amounts of cognitive pro-
cessing required, or something else?
Stimulus selection challenges also derive from the fact

that some elicitors are not very effective in producing
some emotions. For example, short films can be very effec-
tive for producing disgust, amusement, and sadness, but
not for producing anger (Gross & Levenson, 1995).
Musical excerpts can be effective for producing sadness,
amusement, and pride, but not disgust (Juslin & Laukka,
2004). Thus, the set of emotions under study can constrain
the choices of stimulus type and vice versa.
Finally, some kinds of emotional stimuli may produce

emotions that are simply too weak and ambiguous to acti-
vate physiological responses reliably. This can be

particularly problematic in contexts where weak stimuli
are used for other reasons (e.g., fMRI studies thatmeasure
peripheral nervous system activity but also must limit
movement to comply with the demands of signal proces-
sing in the scanner environment). Recognizing the emo-
tional content in a stimulus (e.g., recognizing that
a smiling face is happy and that a frowning face is sad) is
not likely to have the same impact on peripheral nervous
system responding as being fully in the throes of happiness
or sadness.

Verifying Emotional Elicitation

Even the most carefully validated emotion-eliciting stimu-
lus will likely produce different emotional responses in
different subjects. Thus, even with the quite powerful dis-
gust film described above, there will be subjects who
respond with disgust, others who respond with disgust
followed by amusement, others who show anticipatory
fear, and yet others who become enraged at being exposed
to such unpleasant material. Lumping the physiological
data from all of these subjects into the same “disgust” bin
makes little sense.
Self-report ratings of emotions experienced in response

to emotional stimuli are useful in the verification process.
The ratings should assess both targeted and non-targeted
emotions on a multi-point intensity scale to determine
whether targeted emotions are present and most promi-
nent. In some studies we have obtained continuous ratings
of the targeted emotion using a rating dial (Mauss,
Levenson, McCarter, Wilhelm, & Gross, 2005; Ruef &
Levenson, 2007), which also reveals temporal information
such as onset and offset times.
Measures of facial behavior can also be valuable in veri-

fying emotional states and in establishing temporal char-
acteristics of emotional responses. Video recordings of
subjects can be coded by raters without formal training
(i.e., the “cultural informants” approach) or by trained
coders using well-established coding schemes. Some of
the available coding systems that reflect different theories
and methodological considerations include: (a) anatomi-
cally based coding of facial movements (e.g., Facial Action
Coding System; Ekman & Friesen, 1978), (b) coding for
discrete emotions (e.g., Emotional Expressive Behavior
System; Gross & Levenson, 1993), (c) coding for dimen-
sions (e.g., Facial Expression Coding System; Kring &
Sloan, 2007), and (d) coding for emotional behaviors in
interpersonal interactions (e.g., Specific Affect Coding
System; Coan & Gottman, 2007). In addition, electromyo-
graphy frommuscles that lower the eyebrows (corrugator)
and those that raise the lip corners (zygomatic major) can
be useful in providing dimensional information on valence
and timing. Automated systems for analyzing facial behav-
ior continue to be refined (e.g., Cohn & De la Torre, 2015)
and may become increasingly useful in future studies.
Finally, even when using previously validated stimuli, it

is important to obtain new data confirming that these
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work with the populations under study. For example, we
have found that films depicting medical procedures
that are quite effective in eliciting disgust in younger
participants are not as effective with older individuals,
who may view medical procedures in quite different
ways (Kunzmann, Kupperbusch, & Levenson, 2005).
Similarly, there may be important differences between
individuals from different cultures (Levenson, Soto, &
Pole, 2007; Soto, Levenson, & Ebling, 2005; Soto et al.,
2012).

SELECTING PHYSIOLOGICAL MEASURES

Historically, heart rate has been the most common mea-
sure used in psychophysiological studies of emotion
(Kreibig, 2010; Mauss & Robinson, 2009). The popular-
ity of heart rate reflects its relative ease, inexpensiveness,
and reliability. Heart rate can readily be assessed using
surface electrodes to detect the electrocardiogram or
photoplethysmography to detect surges of blood in the
periphery (Jennings et al., 1981). In addition, quite
robust computer algorithms are available to automate
the computation of heart rate from digitized data. On the
other hand, heart rate clearly exemplifies the one-to-
many issue in psychophysiological inference, having
been linked with a host of different physiological and
psychological states, including arousal and valence
(Bradley & Lang, 2000; Lang et al., 1993; Vrana &
Rollock, 2002), attentional processing (Libby, Lacey, &
Lacey, 1973), sympathy and distress (Eisenberg et al.,
1988), and somatic demand (Obrist, Webb, Sutterer, &
Howard, 1970).

Heart rate is influenced by both the SNS and PNS and
thus is sensitive to a variety of ANS influences.
Contemporary psychophysiological studies of emotion
have become increasingly concerned with separately esti-
mating SNS and PNS effects. This interest reflects theor-
etical advances in our understanding of the structure of
the PNS and its role in emotion (Porges, 2001). Thesemore
recent studies have begun to move away from an exclusive
focus on negative, high arousal emotions (which often
involve high levels of SNS action) toward an increasing
interest in self-conscious emotions (e.g., embarrassment,
pride), positive emotions, and low arousal affective states
(which often involve PNS action). For researchers inter-
ested in linking emotion with activation by particular
branches of the ANS, heart rate by itself is not informative.

Assessing SNS influences. SNS activity in emotion is
often indexed using measures of cardiac pre-ejection peri-
od and electrodermal activity. At one time, power in low
frequency bands derived from spectral analysis of heart
rate variability was also proposed as an index of SNS
influences on the heart (Akselrod et al., 1981), but this
now appears to reflect PNS influences as well (Houle &
Billman, 1999; Reyes del Paso, Langewitz, Mulder, Roon,
& Duschek, 2013) .

Pre-ejection period. Pre-ejection period (PEP) is
a relatively pure measure of SNS influence on the heart
(Newlin & Levenson, 1979; see also Chapter 9, this
volume). PEP reflects cardiac contractility, which is
primarily controlled by beta-adrenergic influences and
the neurotransmitter norepinephrine. PEP is calculated
as the time between ventricular depolarization (typically
measured as the Q-point on the electrocardiogram)
and the opening of the aortic valve that marks the begin-
ning of the flow of blood out of the left ventricle.
The opening of the aortic valve was originally measured
using the phonocardiogram to detect the related heart
sound (Newlin & Levenson, 1979), but now is typically
measured as the B-point on the Δz/Δt signal derived
from impedance cardiography. Shorter PEP times
indicate greater left-ventricular contractile force,
which is a highly effective way for the heart to increase
its output of oxygenated blood in times of highmetabolic
need.

PEP has been linked to a number of emotional states
including negative approach-oriented emotions like anger
(Sinha, Lovallo, & Parsons, 1992; Herrald & Tomaka,
2002), but also positive emotions and reward (Brenner,
Beauchaine, & Sylvers, 2005). Shortened PEP has also
been observed in avoidance-oriented emotions like fear
and anxiety, although perhaps to a lesser extent than in
approach-oriented emotions (Mendes, Major, McCoy, &
Blascovich, 2008).

Measuring PEP is relatively resource- and expertise-
intensive. Subtle variations among individuals in the
shape and dynamics of the impedance cardiography signal
and the vulnerability of the signal to movement artifacts
can create difficult challenges (Sherwood et al., 1990).
As a result, signal detection algorithms are quite complex,
often resorting to estimating rather than actually measur-
ing critical signal features (Lozano et al., 2007) and requir-
ing the averaging of multiple waveforms to increase
signal-to-noise ratios (with attendant loss of temporal
resolution). Laboratories contemplating measuring PEP
should plan on devoting a significant period of time to
mastering electrode placement and becoming familiar
with signal idiosyncrasies. This effort is definitely worth-
while; in addition to PEP, impedance cardiography can
provide a number of other extremely valuable measures of
cardiovascular activity (e.g., stroke volume and cardiac
output), as well as respiration.

Electrodermal activity. Electrodermal activity (EDA) has
a long history in psychophysiological research on emotion
(Boucsein et al., 2012; Landis, 1930). EDA is typically used
to measure the activity of the eccrine sweat glands, which
are innervated by the SNS. Importantly, unlike other organ
systems that are innervated by the SNS, the neurotransmit-
ter for the sweat glands is acetylcholine rather than norepi-
nephrine. Reflecting this unique neurochemistry, EDA
has demonstrated dissociations from other sympathetic
indicators, and thus may not be useful as a sole indicator
of SNS functioning (Kreibig, Schaefer, & Brosch, 2010).
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EDA is one of the most common measures used in the
broader psychophysiological literature (Cacioppo &
Tassinary, 1990) and is also commonly used in emotion
research (Kreibig, 2010). Although skin potential can be
measured directly (Fowles et al., 1981), it is more typi-
cally measured indirectly (e.g., applying a small con-
stant voltage to a pair of surface electrodes and
measuring the resultant current flow). Measured in this
way, EDA does not involve the amplification of small
electrical signals from the body, and thus it is much less
vulnerable to noise and movement artifacts than most
other psychophysiological signals (Fowles et al., 1981).
One caveat is that EDA, because of its cholinergic neu-
rochemistry, is profoundly affected by cholinergic med-
ications (e.g., antihistamines, tricyclic antidepressants,
bronchodilators, dementia medications, barbiturates,
muscle relaxants). Because so many drugs have these
effects, it is important to control for medications in
studies of EDA. This is especially important in studies
using older participants and clinical populations, where
complex drug histories will be common. Studies that do
not control for these medications when comparing EDA
between young and old participants or between patients
(psychiatric or medical) and normal controls are likely
to confound medication effects with the group differ-
ences of interest (similar precautions should be taken
for medications that affect other aspects of ANS
responding, such as beta-blockers and alpha-blockers
in studies using cardiovascular measures).
EDA is often viewed as reflecting ANS activation and

preparation for action, corresponding to the arousal
dimension of emotion (Kreibig, 2010). EDA has also
assumed a prominent role in the influential “somatic mar-
ker” model of emotion (Bechara, Damasio, Tranel, &
Damasio, 1997). In this model EDA is viewed as a non-
conscious signal that reflects prior emotional experiences,
and helps guide people toward making more advanta-
geous future decisions (e.g., whether or not to engage in
risky choices).

Assessing PNS influences. In psychophysiological studies
of emotion, PNS activity has been most often assessed
using measures of cardiac vagal control and, more rarely,
by measures of stomach activity.
Cardiac vagal control. Acting via the vagus nerve, the

PNS plays an important role in the regulation of heart
rate by reducing heart rate at rest (in fact, cardiac pace-
maker cells would produce resting heart rates of about 100
bpm if not restrained by vagal action). Vagal influences
also produce the respiratory sinus arrhythmia (RSA),
which is the periodic slowing of heart rate during expira-
tion and speeding of heart rate during inspiration
(Berntson, Cacioppo, & Quigley, 1993b). A number of
different methods have been used to estimate cardiac
vagal control (Allen, Chambers, & Towers, 2007;
Berntson et al., 1997). Some of these methods are based
on beat-to-beat variability in heart rate alone, others

weight variability based on the typical frequency spectrum
of respiration (activity in the band of approximately
0.12–0.4Hz is typically used), and yet others actually mea-
sure respiration and use it in their calculations of vagal
activity (Grossman, Karemaker, & Wieling, 1991).
In reviewing this literature, the argument for measuring
respiration seems quite compelling to us. Moreover, it
seems prudent in studies using RSA to control for the
influence of heart rate and respiration rate, as well as
other confounding factors such as age, body mass, and
medication.
Measures of cardiac vagal tone have been linked to

a wide range of constructs including physiological regula-
tion (e.g., Eisenberg et al., 1995), autonomic flexibility
(e.g., Kok & Fredrickson, 2010), positive emotionality
(e.g., Gruber et al., 2008), emotion regulation ability (e.g.,
Diamond, Hicks, & Otter-Henderson, 2011), social engage-
ment (e.g., Hopp et al., 2013), and social sensitivity (e.g.,
Muhtadie et al., 2014). Given this striking conceptual
heterogeneity (i.e., the one-to-many problem), coupled
with the use of many different measures and the intermix-
ing of paradigms that assess cardiac vagal tone at rest
with those that assess changes in vagal tone in response
to experimental stimuli, it is not surprising that links
with emotional phenomena are inconsistent. Thus, for
example, there are reports of positive associations (e.g.,
Oveis et al., 2009), negative associations (e.g., Rottenberg,
Wilhelm, Gross, & Gotlib, 2002), and no associations (e.g.,
Bosch et al., 2012) between RSA and positive emotion
measures.
Stomach activity. It is important to remember that the

vagus nerve is not the only nerve in the PNS and that the
vagus innervates many organs other than the heart.
Among these other organs, the stomach seems particularly
relevant to emotion both as a source of physical sensations
(e.g., “butterflies,” “churning”) and the links these sensa-
tions have with emotions such as fear and disgust.
Electrical activity from the stomach (electrogastrogram;
EGG) can bemeasured using surface electrodes applied to
the abdomen and is typically quantified in terms of activity
in particular frequency bands (Stern, Koch, Stewart, &
Vasey, 1987). PNS activation is thought to be associated
with well-defined activity at frequencies of three cycles
per minute (normogastria). Other frequency bands of
interest include bradygastria (one to two cycles
per minute) and tachygastria (four cycles per minute or
greater).
EGG has not been widely used in studies of emotion and

existing studies have tended to have very small subject
samples. However, associations have been found between
EGG responses and disgust reactions (Harrison, Gray,
Gianaros, & Critchley, 2010; Shenhav & Mendes, 2014),
and arousal to emotional stimuli (Vianna, Weinstock,
Elliott, Summers, & Tranel, 2006). One challenge when
using EGG in emotion research is the slow periodicity of
the signal. Long recording periods (e.g., 30 minutes; Yin &
Chen, 2013) may be required to obtain stable estimates of
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power in the frequency bands of interest. This creates
additional challenges in the selection of emotional stimuli
and the design of experiments. Nonetheless, measures of
gastric activity have great potential to help illuminate the
role of the PNS in emotion.

Dealing with Multiple Measures

Including multiple physiological measures is increasingly
common in studies of emotion. This creates significant
challenges for data reduction and analysis (including the
need to control for Type I error). In this section, we will
briefly review some of theways thatmultiplemeasures can
be handled (see also, Chapter 29 on “Biosignal Processing”
in this Handbook).

Data from each measure are typically averaged for the
period of emotion elicitation. For comparison, a non-
emotional baseline period located close in time is also
averaged (see discussion of uses for these baselines in the
section on “Methodological Issues” in this chapter).
The number of variables can be reduced empirically
using factor analytic techniques (e.g., principal compo-
nent analysis) or on an a priori basis reflecting theory or
prior research. As an example of the latter, researchers
interested in the threat-challenge dimension typically ana-
lyze four specific physiological measures: heart rate, car-
diac output, pre-ejection period, and total peripheral
resistance, and characterize results in terms of their simi-
larity to the prototypical responses thought to represent
threat and challenge (Blascovich, Mendes, Hunter, &
Salomon, 1999).

SNS and PNS responses can also be used to character-
ize patterns of response. “Autonomic balance” reflects the
view that SNS and PNS influences are reciprocal (i.e., as
the influence of one increases, the influence of the other
decreases; Eppinger & Hess, 1915). In contemporary
models, the SNS and PNS are viewed as orthogonal
dimensions; thus, responding can be situated anywhere
in a two-dimensional “autonomic space” (Berntson,
Cacciopo, & Quigley, 1993a).

Another approach to studying patterns in physiology is to
examine coherence, or the coordination between emotion
response systems over time. Coherence can be examined
within the ANS (e.g., heart rate and electrodermal activity)
or between the ANS and other emotion systems (e.g., facial
expression, subjective emotional experience). Functionalist
and evolutionary theories posit that emotions increase
coherence within and across physiological systems to facil-
itate effective responses to environmental demands
(Levenson, 1994, 1999). Thus, in response to a predator,
fear might organize cardiovascular and electrodermal
responses within the ANS to support fleeing, and align
those responses with facial expression, vocalization, and
subjective experience to facilitate alerting conspecifics.
Althoughmost theoretical accounts of emotional coherence
envision organization within individuals over time, almost
all existing studies have utilized between-subjects designs
(e.g., determining whether individuals who have relatively
large physiological responses to a given stimulus also have
relatively large facial expressive responses) with inconsis-
tent results. However, the few existing within-subject stud-
ies have found evidence that some kinds of coherence can
be quite sizable during emotion (e.g., correlations between
subjective emotional experience and facial expression over
time, r = 0.74, and between facial expression and skin con-
ductance over time, r = –0.52; Mauss et al., 2005).

Timing of Physiological Measurement

Emotions are brief and pulsatile, often occurring in
a wavelike form in which each onset–offset cycle lasts
for a matter of seconds (Ekman, 1984). Because of these
temporal characteristics, great care needs to be taken to
ensure that psychophysiological measures are obtained
during the time period when the emotion is actually
occurring. Researchers need to consider the impact of
their stimuli (e.g., is the emotion likely to occur repeat-
edly throughout presentation, at a particular moment
during the presentation, or after the presentation has
ended?) when conducting data reduction and analyses

(see also, Chapter 29 on “Biosignal
Processing” and Chapter 27 on
“Methodology” in this Handbook).
Figure 20.2 illustrates the dynamic
complexity of a research partici-
pant’s emotional response (as indi-
cated by disgust-related facial
behaviors) to a disgust-eliciting film
that depicts a person drinking fluid
from cow intestines. As the visual
information in the film changes, the
disgust facial behavior waxes and
wanes. Researchers need to consider
these dynamics in deciding when
and how to measure ANS response
and determine whether it makes
sense to average responses over the

Intensity of facial expression over two minute clip

Begins
chugging fluids

from cup

Sucking out
intestinal fluids,
spits back into 

cup

Takes a break
from drinking,

sits back

Finishes
chugging

intestinal fluids
from cup

Time (seconds)

0
0.5

1
1.5

2
2.5

3
3.5

Figure 20.2 Intensity of disgust facial expressions during two-minute film clip.
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entire stimulus presentation, identify a thematic “hot
spot” and extract psychological data around that point,
or make extraction decisions for each individual subject
based on some non-ANS criterion (e.g., facial expres-
sion or continuous report of subjective emotional
experience). A related timing issue arises when partici-
pants have a secondary emotional response. For exam-
ple, young subjects who watch disgust-eliciting movies
often show a disgust facial display followed by a display
of laughter and amusement. If the focus of a particular
trial is on the emotion of disgust, it will be important to
measure physiology prior to the onset of the secondary
emotional response.

BUILDING A LABORATORY FOR
PSYCHOPHYSIOLOGICAL STUDIES OF EMOTION

Building a laboratory that is suitable for psychophysiolo-
gical studies of emotion requires thought and planning
regarding presenting emotional stimuli, measuring emo-
tional responses, and synchronizing data sources.

Presenting Emotional Stimuli

At one time, presenting visual and auditory stimuli (e.g.,
acoustic startle) required specialized stand-alone equip-
ment. However, with modern technologies, almost all
stimuli can be presented in digital form, which allows for
precise software editing and presentation via standard
media player and experiment management software (e.g.,
E-Prime). Inmost laboratories, a dedicated laptop or desk-
top computer will be used for stimulus presentation, with
its outputs routed to video monitors and speakers/head-
phones. For stimulus preparation, an internal or external
video capture device is useful for digitizing older media
(DVDs, videocassettes). Although lower resolutions (e.g.,
720 × 480 dpi) may prove adequate for many uses, we
recommend a system that is capable of at least 1080p
(1920 × 1080 dpi) video resolution and 48 MHz (96 MHz
if acoustic analyses are going to be conducted).

Measuring Emotional Responses

For psychophysiological studies of emotion, a great deal of
thought needs to go into the measures that will be
obtained. These decisions will be guided in part by theor-
etical orientation (see above), likely paradigms, and
practical considerations (e.g., costs).

Physiology. Psychophysiology was once the province of
do-it-yourself technologists, with researchers mixing
electrode pastes, building bioamplifiers, and writing
data reduction algorithms. Now there are a number
of sources for high quality electronics; shareware,
open-source, and commercial software; and turnkey
hardware–software systems that can be configured to
order. This ready availability makes it quite tempting

to set up a laboratory that “does everything,” assuming
sufficient funds are available. In thinking about psy-
chophysiological data collection and processing, it is
wise to consider that there is a learning curve associated
with each measure. Simply stated, it takes considerable
time and practice to get to the point where high quality
signals can be obtained reliably and good decisions can
be made regarding the editing, reduction, analysis, and
interpretation of each physiological measure (see also
Chapter 29, this volume).
Consistent with the discussion of measure selection ear-

lier in this chapter, new laboratories will want to obtain
measures that have been used historically in emotion
research as well as the new measures that are currently
popular. The “classic” measures will include heart rate/
interbeat interval, electrodermal activity (probably skin
conductance), and respiration (including respiration rate
and respiration depth). Heart rate and electrodermal
activity are typically obtained using surface electrodes
and specialized bioamplifiers. Respiration can be mea-
sured using belts with stretch sensors that are wrapped
around the chest, thermal sensors that are affixed to the
nose that respond to temperature differences between
inspired and expired air, or mouthpiece devices that
respond to the actual flow of air.
Because of the intimate relationships between cardiovas-

cular and somatic responses (Obrist et al., 1970), ameasure
of somatic activity is extremely useful for understanding the
sources of cardiovascular activation and detecting move-
ment artifacts. Activity from particular muscles can be
monitored via electromyography, but for this purpose
a measure of overall activity is likely to be most useful.
This can be obtained using movement sensitive platforms
or by having subjects wear actigraph devices.
Given the current interest in measuring SNS and PNS

influences on physiological responding, impedance cardi-
ography has become very common in psychophysiology
laboratories. The impedance signal is acquired with sur-
face electrodes (spot or band electrodes) and specialized
bioamplifiers. Measures of PNS influence based on RSA
will require decisions to bemade about directlymeasuring
respiration. If this is done using belts with stretch sensors,
great care and skill will be required in getting clean
respiration signals and in dealing with inevitable move-
ment artifacts.
In earlier sections of this chapter we noted the impor-

tance of gastric measures and measures that are sensitive
to the appearance changes caused by ANS activity during
emotion (e.g., blushing, blanching, salivation, piloerec-
tion). For electrogastography, we cited some helpful refer-
ences. In addition, specialized bioamplifiers exist that are
appropriate for dealingwith the very low frequency gastric
signals. For the appearance changes, we also cited helpful
references, but here you will likely be on the “bleeding”
edge of technology development and may need to work
closely with engineering staff at your university or at the
commercial equipment companies.
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In traditional psychophysiology laboratories, subjects
are tethered to bioamplifying equipment by wires.
Considerable advances have been made in developing
wireless technologies. As always there are tradeoffs in
reliability and costs, but wireless equipment is definitely
worth considering if your laboratory will be engaged in
research where there is a need for subjects to be less
encumbered and to be able to move about more freely.

Behavior. Although behavior can be observed and rated
“live,” there are many advantages to obtaining video
recordings (e.g., recoding at a later date with different
coding systems). Advances in video camera technology
havemade high quality, high resolution, low light sensitive
cameras much more affordable and smaller in size.
An important initial decision is whether you want to have
a multiple camera setup (e.g., for devoting a camera to
each of the two people engaged in an interaction).
If multiple cameras are used, then an additional video-
mixing device will be required to combine multiple cam-
era images into a single image (e.g., having side-by-side
head and torso images of interaction partners). Camera
placement and concealment are important issues to con-
sider when designing the laboratory. Finally, it is extreme-
ly useful to be able to control camera position (pan and tilt)
and lens characteristics (zoom in particular, but also iris
size and focus) remotely. In a typical laboratory that has
separate rooms for subjects and experimenters/equip-
ment, these remote controls will allow video adjustments
to be made during experimental sessions without having
to interrupt the session by entering the subject room.

Audio recordings will be of the highest quality when
microphones are placed closest to the source. Clip-on
lavaliere microphones (directional or cardioid type) are
very useful for this purpose. For paradigmswhere subjects
will be moving, wireless microphones should be consid-
ered. It is also useful to have one or more room micro-
phones (omnidirectional type) to pick up additional
sounds (e.g., communications with experimenters when
they are in the room). An audio mixer is needed to com-
bine the microphone signals along with any other audio
information of interest (e.g., audio from experimental
stimuli) into the final recording. Modern video capture
devices typically allow for recording two audio channels.
If additional processing of speech is planned (e.g., acoustic
analysis of fundamental frequency) in studies of dyads
and small groups, each person should be recorded
on a separate audio channel. This may require an addi-
tional audio capture device that allows for recording
multiple digital audio channels (e.g., external devices
that record eight channels of audio simultaneously via
USB or firewire interfaces are widely available and reason-
ably priced).

Subjective experience. Subjective emotional experience
will often be obtained by having subjects rate discrete
emotions and/or emotion dimensions following

experimental trials using verbal response, paper and pen-
cil, or keyboard/button/tablet devices (Mauss & Robinson,
2009; Scherer, 2005). For studies requiring continuous
emotion ratings, rating dial devices can be used (Ruef &
Levenson, 2007).

Synchronizing Data Sources

Synchronizing emotional responses from subjects
(physiological, behavioral, and subjective experience)
and matching them with timing information from the
experiment (e.g., stimulus presentation) and information
from other apparatus (e.g., eye-tracking equipment) will
be a major consideration in laboratory design. The basic
principle of synchronization is to apply a common timing
metric to all data sources. In the simplest form of synchro-
nization, all devices start recording at the same time and/
or some signal is recorded to indicate the start of each trial
(e.g., a sound burst on an audio track, a square wave pulse
on a polygraph channel, a light flash on a video image).
From that common start time, data that occur later in
trials can be matched in terms of elapsed time. More
sophisticated and powerful methods record continuous
timing information throughout experiments (e.g., record-
ing machine readable SMPTE time code and visible
elapsed time information on video frames).

Developing a viable synchronization system is one of the
most challenging parts of building a laboratory for psy-
chophysiological studies of emotion. For this reason, con-
sultation with local experts and hardware/software
companies should be initiated early in the planning pro-
cess. In thinking about the future, a synchronization sys-
tem that enables adding new measures and equipment is
most desirable.

PSYCHOPHYSIOLOGICAL RESEARCH ON EMOTION:
THE FUTURE

Handbook chapters inevitably end up spending a great
deal of time focusing on the past and present. In the case
of psychophysiological research on emotion, both past
and present are incredibly rich, bristling with interesting
ideas, lively debates, clever and courageous studies, and
the inexorable march of improving methodology. Despite
this, surprisingly few issues in this area of research can be
considered “settled.” Major ideas about the structure and
function of emotion, the ways that emotions are involved
in shaping our social lives, the bases of individual differ-
ences in emotional characteristics, the interplay between
cognition and emotion, and the role that emotions play in
our physical and mental health continue to be debated.
Importantly, these are all areas that cry out for more and
better research.

In the realm of psychophysiological research in emo-
tion, better research doesn’t “just happen,” but requires
serious commitment and effort on the part of investiga-
tors. Considering the current status of this research area
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and its potential for continuing to develop and grow in the
future, we can offer a few simple do’s and don’t’s that we
hope will be helpful:

• Inspect all signals.Garbage in/garbage out is the great
enemy of psychophysiological research. It is critically
important to know your measures and to check the
quality of your signals continuously. This is the only
way you can be confident that the averages and other
summary statistics you are analyzing are based on valid
physiological signals and not on artifacts and noise.

• Trust but verify.Psychophysiological research on emo-
tion requires knowing what emotional state your parti-
cipants are in at the time ofmeasurement and using that
information to inform data analyses. To loosely para-
phrase Socrates: the unverified emotion is not worth
studying.

• Knowyour algorithms.Programmers are human, soft-
ware bugs are everywhere, and all computer programs
represent compromises and approximations.Make sure
you understand what the wizard is doing behind the
curtain of fancy GUIs and inside the black box of data
acquisition and data reduction programs (see also chap-
ter “Methodology” in this Handbook). Even better, with
all the current emphasis on “coding,” it may be time for
another generation of psychophysiologists to learn how
to craft (or at least modify) their own software.

• Don’t look for love (and other emotions) in all the
wrong places. Physiological measures that are conve-
nient, easy, and historically common may not be the
best choices to test thorny issues in emotion. For exam-
ple, a few new studies examining ANS measures that
create appearance changes (e.g., blushing) and promi-
nent physical sensations (e.g., stomach activity) in emo-
tion may be much more informative about ANS
specificity than 100 more studies that only measure
heart rate and skin conductance.

• Embrace your inner agnostic. Psychophysiological
methodologies can generate rich data that are critical
for testing emotion theories. Experiments should be
designed so that the data can both support and not
support your favorite theory. Even better, strive to run
studies that could prove you to be completely wrong
(e.g., Platt, 1964).

In writing this chapter, it is our hope that psycho-
physiologists will not see basic research issues concern-
ing the nature of emotion (e.g., specificity, coherence,
interoceptive processing, organization of emotions and
appraisals, universality) either as being “asked and
answered” or as “hopelessly fraught with insoluble
problems.” Rather, we hope that a new generation of
psychophysiologists will be inspired to pursue these
issues using fresh insights, new methodologies, sound
research designs, the unbounded energy of youth (and
other ages), and at least a modicum of theoretical
agnosticism. If this happens, we expect that future
handbook chapters on the psychophysiology of emotion

will be filled with new and exciting discoveries, fewer
“either–or” debates that cry out for data that are un-
available, and a much deeper understanding about the
nature of emotion and the critical roles emotions play in
influencing the most important qualities of human life.
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